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Huffman Coding 

• In this lecture, we will study 

• How can we generate Huffman codes when the probability model of the 
source is unknown (Adaptive Huffman Codes)? 

• What are other related approaches? 

• How can Huffman coding be used for image compression, audio compression, 
and text compression? 
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Huffman Coding 

• Adaptive Huffman Codes 

• Huffman coding requires knowledge of the probabilities of the source 
sequence.  

• If this knowledge is not available, Huffman coding becomes a two-pass 
procedure: 

• Statistics are collected in the first pass 

• Source is encoded in the second pass 

• Faller [1] and Gallagher [2] developed adaptive algorithms to construct the 
Huffman code based on the statistics of the symbols already encountered.  

• These were later improved by Knuth [3] and Vitter [4]. 
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Huffman Coding 

• Adaptive Huffman Codes 
• In adaptive Huffman Codes, we add two new parameters to the binary tree: 

• Weight:  
• The weight of each external node is the number of times the symbol corresponding to the leaf has been 

encountered.  

• The weight of each internal node is the sum of the weights of its offspring.  

• Node number:  
• The node number 𝑦𝑖 is a unique number assigned to each internal and external node. 

• If we have an alphabet of size n, then the number of internal and external nodes is 2𝑛 − 1 with 
node numbers: 𝑦1, … , 𝑦2𝑛−1 

• If 𝑥𝑗is the weight of the node 𝑦𝑗, we have 𝑥1 ≤ 𝑥2 ≤ ⋯ ≤ 𝑥2𝑛−1 
• Sibling property:  

• The nodes 𝑦2𝑗−1 and 𝑦2𝑗 are offspring of the same parent node, or siblings, for 1 ≤ 𝑗 < 𝑛  

• the node number for the parent node is greater than 𝑦2𝑗−1 and 𝑦2𝑗 

• Any tree that possesses this property is a Huffman tree.  

• Block: The set of nodes with the same weight makes up a block.  
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Huffman Coding 

• Adaptive Huffman Codes (3) 
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Huffman Coding 

• Adaptive Huffman Codes 

• Neither transmitter nor receiver knows anything about the statistics of the 
source sequence at the start of transmission. 

• The tree at both the transmitter and the receiver consists of a single node that 
corresponds to all symbols not yet transmitted (NYT) and has a weight zero. 

• Before transmission, a fixed code for each symbol is agreed upon between 
transmitter and receiver.  
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Huffman Coding 

• Adaptive Huffman Codes 
Initial Codewords 

•  For an alphabet (𝑎1, 𝑎2, … , 𝑎𝑚) of size 𝑚, 
• Pick 𝑒 and 𝑟 such that: 

• 𝑚 = 2𝑒 + 𝑟 

• 0 ≤ 𝑟 < 2𝑒 

•  A letter 𝑎𝑘 is encoded as: 
• the 𝑒 + 1 -bit binary representation of 𝑘 − 1, if 1 ≤ 𝑘 ≤ 2𝑟 

• else, the 𝑒-bit binary representation of 𝑘 − 𝑟 − 1. 

•  For example, for 𝑚 = 26: 

• 𝑒 = 4, 𝑟 = 10 

• 𝑎1 = 00000, 𝑎2 = 00001, 𝑎22 = 1011 
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Huffman Coding 

• Adaptive Huffman Codes 

• Update Procedure: 
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Huffman Coding 

• Adaptive Huffman Codes 

• Update Procedure: 

• Example: 𝒂𝒂𝒓𝒅𝒗 
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Huffman Coding 

• Adaptive Huffman Codes 

• Encoding Procedure:  
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Huffman Coding 

• Adaptive Huffman Codes 

• Encoding Procedure: 

• Example: 𝒂𝒂𝒓𝒅𝒗𝒂 

• 𝑎 = 00000 

• 𝑎 = 1 

• 𝑟 = 010001 

• 𝑑 = 0000011 

• 𝑣 = 0001011 

• 𝑎 = 0 

Code to transmit: 000001010001000001100010110 
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Huffman Coding 

• Adaptive Huffman Codes 

• Decoding Procedure:  
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Huffman Coding 

• Adaptive Huffman Codes 

• Decoding Procedure:  

• Example: 000001010001000001100010110 

• 00000 =  𝑎 

• 1 =  𝑎 

• 010001 =  𝑟 

• 0000011 =  𝑑 

• 0001011 =  𝑣 

• 0 =  𝑎 
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Huffman Coding 

• Run-Length Coding (RLE) 

• In many sources, it is possible to have consecutive identical symbols. 

• It is not efficient to encode each of these symbols separately. 

• Hence, the repeated value is generally coded once along with the number of 
times it appears.  

• For example, in a binary sequence, if 0’s are more probable, then we can code 
the run length of 0’s using k-bits and transmit the code.  

• In this case, we will not transmit the runs of 1’s.  
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Huffman Coding 

• Run-Length Coding (RLE) 
• Suppose 𝑘 = 4. 

 

 

 

 

 

 

 

 

• Is there a more efficient way of encoding the run lengths?  
• Why fixed length codes?  
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Huffman Coding 

• Unary Codes 

• A simple code for integers which uses the following coding scheme: 

• Codeword for an integer 𝑛 is 𝑛 number of 1s followed by a 0.  

• E.g., codeword for 4 is 11110 and for 7 is 11111110. 

• Unary code is optimal when 𝐴 = *1, 2, 3,… + and 𝑃 𝑘 =
1

2𝑘 
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Huffman Coding 

• Golomb Codes 
• A family of codes parameterized by an integer 𝑚 > 0. 
• In the Golomb code with parameter 𝑚, we represent an integer 𝑛 > 0 using two parameters 𝑞 

and 𝑟, where 

𝑞 =
𝑛

𝑚
 

and 
𝑟 = 𝑛 − 𝑞𝑚, 

• 𝑞 is the quotient and 𝑟 is the remainder when 𝑛 is divided by 𝑚. 
• 𝑞 can take on values 0,1,2, … and is represented by the unary code of 𝑞. 
• 𝑟 can take on values 0,1,2, … ,𝑚 − 1. 

• If 𝑚 is a power of 2, we use the log2 𝑚-bit binary representation of 𝑟.  
• If 𝑚 is not a power of 2, we could still use log2 𝑚  bits,  
• We can reduce the number of bits required if we use the log2 𝑚 -bit binary representation of 𝑟 for the 

first 2 log2 𝑚 − 𝑚 values and the log2 𝑚 -bit binary representation of 𝑟 + 2 log2 𝑚 − 𝑚 for the rest of 
the values. 
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Huffman Coding 

• Golomb Codes 

• Example: 

• 𝑚 = 5, log2 5 = 3, log2 5 = 2, 2 log2 5 = 8 

• So the first 8 − 5 = 3 values of 𝑟 𝑤ℎ𝑒𝑟𝑒 (𝑟 = 0 , 1 , 2) will be represented by 
the 2 bit binary representation of 𝑟.  

• The next two values (𝑟 = 3, 4) will be represented by the 3-bit representation 
of 𝑟 + 3. 

• The quotient 𝑞 is represented by the unary code for 𝑞.  

• So the codeword for 3 is 0110 and for 21 is 1111001. 
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Huffman Coding 

• Golomb Codes 

• Example: 
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Huffman Coding 

• Golomb Codes 

Example: Encoding Run Lengths using Golomb Codes 

Message: 00000010000000001000000000010001001 

Golomb Code: 100110111 

 

17 bits → 9 bits 
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Huffman Coding 

• Golomb Codes 
Optimality of Golomb Codes and Choosing “m”: 

• Suppose that 0 has the probability p and 1 has probability 1-p 

• Golomb code is optimal for the probability model: 
𝑃 𝑛 = 𝑝𝑛−1𝑞, 𝑞 = 1 − 𝑝 

when  

𝑚 = −
1

log2 𝑝
 

For example, if p=127/128 

𝑚 = −
1

log2(
127
128

)
= 89 
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Huffman Coding 

• Golomb Codes 

• Useful for binary compression when one symbol is much more likely than the 
other.  
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Huffman Coding 

• Tunstall Codes 

• All codewords are of equal length 

• Each codeword represents a different number of letters 

• The main advantages is that errors in codewords do not propagate 

• Example: Alphabet 𝒜 = *𝐴, 𝐵+ 
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Huffman Coding 

• Tunstall Codes 

Example 1: Encode the sequence AAABAABAABAABAAA using 
Table 3.18. 

• Coded String: 001101010100 

• Entropy? 

• Average Codeword Length using FLC? 

• Average Codeword Length using Huffman? 

• Average Codwowrd Length using Tunstall? 
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Huffman Coding 

• Tunstall Codes 

Algorithm:  

• Tunstall Code: n-bit, Source: iid, Alphabet Size: N, Number of 
codewords: 2𝑛. 
• Start with the N letters of the source alphabet 

• Remove the entry in the codebook that has the highest probability 

• Add the N strings obtained by concatenating this letters with every letter in the 
alphabet (including itself).  

• Repeat the above steps 

 

 
Dr. Shadan Khattak 

Department of Electrical Engineering 

CIIT - Abbottabad 

 



Huffman Coding 

• Tunstall Codes 

Example 2:  

• Tunstall Code: 3-bit, Source: iid, Alphabet: 𝒜 = 𝐴, 𝐵, 𝐶 , P 𝐴 =
0.6, 𝑃 𝐵 = 0.3, 𝑃 𝐶 = 0.1. 
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Huffman Coding 

• Application of Huffman Coding 

• Lossless Image compression: 

• Test Images 
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Huffman Coding 

• Application of Huffman Coding 
• Lossless Image compression: 

 

 

 

 

 

 

 

• We get a reduction of about ½ to 1 bit/pixel. 

• If we are storing 1000s of images, 1 bit/pixel saves many megabytes 

• We can do even better by modelling the data first. 
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Huffman Coding 

• Application of Huffman Coding 

• Lossless Image compression: 

• Using the model: 𝑥 𝑛 = 𝑥𝑛−1 
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Huffman Coding 

• Application of Huffman Coding 

• Lossless Image compression: 

• Using the model: 𝑥 𝑛 = 𝑥𝑛−1 

• Using adaptive Huffman Coding 
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Huffman Coding 

• Application of Huffman Coding 
• Text compression: 

 

 

 

 

 

 

 

 

 

 

 

 

 

• For Chapter 3, the file size dropped from about 70,000 bytes to about 43,000 bytes with Huffman coding. 
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Huffman Coding 

• Application of Huffman Coding 

• Audio compression: 
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