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Arithmetic Coding (1)

• Recall that 𝐻(𝑠) ≤ 𝑅𝐻𝑢𝑓𝑓𝑚𝑎𝑛 ≤ 𝐻 𝑠 + 1 i.e.,

• Huffman coding guarantees a code rate 𝑅 which is within 1 bit of the entopy of 
the source.

• It has been shown1 that Huffman algorithm has a code rate within 
𝑝𝑚𝑎𝑥 + 0.086 of the entropy.

• For large values of 𝑝𝑚𝑎𝑥, Huffman coding is inefficient.

• Extended Huffman code can solve this problem, but not always!
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Arithmetic Coding (2)

• Example

• Consider a source that puts out 𝑖𝑖𝑑 letters from the alphabet 𝐴 = {𝑎1, 𝑎2, 𝑎3}
with the probability model: 𝑃 𝑎1 = 0.95, 𝑃 𝑎2 = 0.02, 𝑃 𝑎3 = 0.03

• Entropy = 0.335 bits/symbol

• Huffman Code:

• Average codeword length: 1.05 bits/symbol

• Redundancy:  0.715 bits/symbol (213% of the entropy)
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Arithmetic Coding (3)

• Example (2)
• Extended Huffman Code:

• Average codeword length: 0.611 bits/symbol (in terms of original alphabet)

• Redundancy:  82% of the entropy
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Arithmetic Coding (4)

• Example (3)

• Redundancy drops to acceptable levels when we block eight symbols together.

• The alphabet size for this level of blocking is 6561.

• A code of this size is impractical for many applications.

• In order to find the Huffman codeword for a particular sequence of length 𝑚, 
we need  codewords for all possible sequences of length 𝑚. 

• The 𝑎𝑟𝑖𝑡ℎ𝑚𝑒𝑡𝑖𝑐 𝑐𝑜𝑑𝑖𝑛𝑔 technique allows to assign codewords to particular 
sequences without having to generate codes for all sequences. 
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Arithmetic Coding (5)

• Arithmetic Coding

• Two step procedure:

• 𝑆𝑡𝑒𝑝 1:A unique identifier or tag is generated for the sequence to be encoded.

• 𝑆𝑡𝑒𝑝 2:A unique binary code is given to the tag generated in Step 1.
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Arithmetic Coding (6)

• Coding Sequence

• One possible set of tags for representing sequences of symbols are the 
numbers in the unit interval 0,1 .

• Shannon started (in 1948) the idea of using cumulative density function (cdf) 
for codeword design.

• Peter Elias (Fano’s student and Huffman’s classmate) came up with a recursive 
implementation for this idea.

• First practical approach published in 1976, by Rissanen (IBM).

• Made well-known by a paper in Communication of the ACM, by Witten et al. 
in 1987.
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Arithmetic Coding (7)

• Generating a Tag

• The principle is to reduce the size of the interval in which the tag resides as 
more and more elements of the sequence are received. 

• We start by first dividing the unit interval into subintervals of the form 

𝐹𝑥 𝑖 − 1 , 𝐹𝑥 𝑖 , 𝑖 = 1,… ,𝑚.

• We associate the subinterval 𝐹𝑥 𝑖 − 1 , 𝐹𝑥 𝑖 with the symbol 𝑎𝑖. 

• Suppose the first symbol was 𝑎𝑘. 
• Then, the interval containing the tag value will be the subinterval [𝐹𝑥 𝑘 − 1 , 𝐹𝑥(𝑘))
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Arithmetic Coding (8)

• Example:

• Consider a three-letter alphabet 𝐴 = {𝑎1, 𝑎2, 𝑎3} with 𝑃 𝑎1 = 0.7, 𝑃 𝑎2 =
0.1, 𝑃 𝑎3 = 0.2.Also, 𝐹𝑥 1 = 0.7, 𝐹𝑥 2 = 0.8, 𝐹𝑥 3 = 1
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Arithmetic Coding (9)

• Example 2:

• Message: “eaii!”
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Arithmetic Coding (10)

• Tag Selection for a message

• Since the intervals of messages are disjoint, we can pick any values from the 
interval as the tag

• A popular choice is the lower limit of the interval.

• Single symbol example: if the mid-point of the interval [𝐹𝑥 𝑎𝑖−1 , 𝐹𝑥 𝑎𝑖 ) is 
used as the tag 𝑇𝑥(𝑎𝑖) of symbol 𝑎𝑖, then 

𝑇𝑥 𝑎𝑖 =  

𝑘=1

𝑖−1

𝑃 𝑋 = 𝑘 +
1

2
𝑃(𝑋 = 𝑖)

= 𝐹𝑥 𝑖 − 1 +
1

2
𝑃(𝑋 = 𝑖)
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Arithmetic Coding (11)

• Tag Selection for a message (2)

• To generate a unique tag for a long message, we need an ordering on all 
message sequences

• A logical choice of such ordering rule is the lexicographic ordering of the message.

• With lexicographical ordering, for all messages of length 𝑚, we have

𝑇𝑥
𝑚
𝑥𝑖 =  

𝑦<𝑥𝑖

𝑃 𝑦 +
1

2
𝑃(𝑥𝑖)

Where 𝑦 < 𝑥𝑖 means 𝑦 precedes 𝑥𝑖 in the ordering of all messages.

• But the problem is that we need 𝑃(𝑦) for all 𝑦 < 𝑥𝑖 to compute 𝑇𝑥(𝑥𝑖).
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Arithmetic Coding (12)

• Recursive computation of Tags (1)

• Assume that we want to code the outcome of rolling a fair die for three times. 
Let’s compute the upper and lower limits of the message “3-2-2”

• For the first outcome “3”, we have:
𝑙(1) = 𝐹𝑥 2 , 𝑢

(1) = 𝐹𝑥 3

• For the second outcome “2”, we have the upper limit

𝐹𝑥
(2)
32 = 𝑃 𝑥1 = 1 + 𝑃 𝑥1 = 2 + 𝑃 𝒙 = 31 + 𝑃(𝒙 = 32)
= 𝐹𝑥 2 + 𝑃 𝑥1 = 3 𝑃 𝑥1 = 1 + 𝑃 𝑥1 = 3 𝑃(𝑥2 = 2)

= 𝐹𝑥 2 + 𝑃 𝑥1 = 3 𝐹𝑥 2
= 𝐹𝑥 2 + [𝐹𝑥 3 − 𝐹𝑥 3 ]𝐹𝑥 2

Thus, 𝑢(2) = 𝑙(1) + 𝑢 1 − 𝑙 1 𝐹𝑥 2

Similarly, the lower limit 𝐹𝑥
2
(31) is 𝑙(2) = 𝑙(1) + 𝑢 1 − 𝑙 1 𝐹𝑥 1
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Arithmetic Coding (13)

• Recursive computation of Tags (2)

• For the third outcome “2”, we have
𝑙(3) = 𝐹𝑥

3
321 , 𝑢(3) = 𝐹𝑥

3
322

• Using the same approach above, we have

𝐹𝑥
3
321 = 𝐹𝑥

2
31 + [𝐹𝑥

2
32 − 𝐹𝑥

2
31 ]𝐹𝑥 1

𝐹𝑥
3
322 = 𝐹𝑥

2
31 + [𝐹𝑥

2
32 − 𝐹𝑥

2
31 ]𝐹𝑥 2

• Therefore, 

𝑙 3 = 𝑙 2 + [𝑢 2 − 𝑙 2 ]𝐹𝑥 1
𝑢 3 = 𝑙 2 + [𝑢 2 − 𝑙 2 ]𝐹𝑥 2
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Arithmetic Coding (14)

• Recursive computation of Tags (3)

• In genera, we can show that for any sequence
𝑥 = 𝑥1𝑥2…𝑥𝑛 ,

𝑙 𝑛 = 𝑙 𝑛−1 + [𝑢 𝑛−1 − 𝑙 𝑛−1 ]𝐹𝑥 𝑥𝑛 − 1
𝑢 𝑛 = 𝑙 𝑛−1 + [𝑢 𝑛−1 − 𝑙 𝑛−1 ]𝐹𝑥 𝑥𝑛

• If the mid-point is used as the tag, then

𝑇𝑥 𝑥 =
𝑢(𝑛) + 𝑙(𝑛)

2
• So, we only need the CDF of the source alphabet to compute the tag of any 

long messages.
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Arithmetic Coding (15)
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Arithmetic Coding (16)
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Arithmetic Coding (17)

• Deciphering the Tag
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Arithmetic Coding (18)

• Deciphering the Tag
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Arithmetic Coding (19)

Binary Code for the Tag

• If the mid-point for an interval is used as the tag 𝑇𝑥 𝑥 , a binary code 
for 𝑇𝑥 𝑥 is the binary representation of the number truncated to 𝑙 𝑥 =

log
1

𝑃 𝑥
+ 1 bits.

• For example, 𝐴 = {𝑎1, 𝑎2, 𝑎3, 𝑎4} with probabilities {0.5, 0.25, 0.125, 
0.125}, a binary code for each symbol is as follows:
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Arithmetic Coding (20)

• Arithmetic vs Huffman Coding

• Average codeword length of 𝑚 symbols sequence:

• Arithmetic Coding: 𝐻 𝑋 ≤ 𝐼𝐴 ≤ 𝐻 𝑋 +
2

𝑚

• Extended Huffman Coding: 𝐻 𝑋 ≤ 𝐼𝐻 ≤ 𝐻 𝑋 +
1

𝑚

• Extended Huffman coding requires a large codebook for 𝑚𝑛extended symbols 
while arithmetic coding does not. 

• Generally, 

• Small alphabet sets favour Huffman coding

• Skewed distributions favour arithmetic coding

• Arithmetic coding can adapt to input statistics easily.  
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Arithmetic Coding (21)

• Arithmetic vs Huffman Coding (2)

• What is the entropy of the source in Slide 20?

• What is the average codeword length using Huffman Coding?

• What is the average codeword length using Arithmetic Coding?

• What are the average codeword lengths if we increase the sequence size 
to 2 symbols?
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Arithmetic Coding (22)

• Applications of Arithmetic Coding
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